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Spatial language is widely used, both literally to describe
space and figuratively to exprees a broad range of ideas.
This article reviews two projects siudying the nature of
mental representations of space induced entirely by lan-
guage. The first project investigates perspective in de-
scriptions of large-scale {e.g., convention center, town)
space. People typically describe environments using a
route or survey perspective, or a mixture of both. Route
perspectives take a view from within the environment and
describe the locations of landmarks with respect to a mov-
ing observer in terms of the observer's left, right, front, and
back. Survey perspectives take z view from above the en-
vironment and describe locations of landmarks with re-
Spect to each otherin terms of north, south, east, and west.
Features of the environment, such as having a single or
multiple path, affect choice of perspective. In comprahen-
sion, readers seem to form the same perspective-fres
mental representation irrespective of description perspec-
tive. They respond with equal speed and accuracy to infer-
ence questions from either perspective regardlass of read
perspective. The second project investigates mental rep-
resentations of the objects located immediately around the
body. Readers seem to form mental spatial frameworks,
extensions of the three body axes, associating objects 1o
the frameworks. The accessibility of the three axes de-
pends on characteristics of the body, characteristics of the
perceptual world, and posture of the observer. For exam-
ple, for an upright observer, times to access objects along
the head/feet axis are fastest because it is an asymmetric
axis of the body and is correlated with the only asymmatric
axis of the world, that created by gravity. Times {o access
objects along the front/back axis are next tastest as it is
an asymmetric axis of the body, and times to the left/right
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axis are slowest as it is an axis with few asymrnetries. Evi-
dence for the spatial framework hypothesis was obtained
in a variety of situations, varying posture, perspective,
number of observers, and cause of reorientations.

Introduction

There are many situations in which we have no choice
but to explain things in words rather than show them.
Although not perfect, language often serves such
purposes quite well. One of those situations is describing
environments, whether we are telling a new friend about
the neighborhood where we grew up, or an old friend
about our recent trip abroad, or a stranger how to find
their way to the campus bookstore, Novels, tourist
guides, and history and science texts abound in spatial
descriptions. A number of years ago, we began exploring
the nature of spatial mental representations produced by
words alone.

Languages are rich in spatial vacabulary probably be-
cause space is so important to every aspect of our lives.
Spatial language has been co-opted for other uses and
pervades speech. We change perspectives and enter new
Jfields, careful not to encroach on another’s space. Some
spatial information seems easily conveyed by language,
and other information less so. Those terms that have
proved their usefulness by being old and frequent and
metaphoricaily extended are the ones that should com-
municate effectively. A notable example is the terms that
describe spatial relations, such as Jront, back, left, right,
above, below, and north, south, east, and west, Part of
the communicative effectiveness of these terms is shared
knowledge about the appearances of environments.
Other spatial information seems more difficult to con-
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vey. for example. precise information about distance and
angle. Conveving distance and angle requires recently
developed technical language that most of us do not use
frequently encugh to become accurate. Distance infor-
mation that relies on shared knowledge about stereo-
typed units. such as rooms or blocks in American cul-
ture. should be better conveyed and understood than
metric information.

Our own work has investigated communication of
spatial relations for large and local environments. The
work of Johnson-Laird and his collaborators (Ehrlich &
Johnson-Laird, 1982; Mani & Johnson-Laird, 1982); of
Glenberg, Meyer, and Lindem (1987); and of Perrig and
Kintsch (1985) encouraged us in this endeavor. We were
also encouraged by the related work of Morrow,
Greenspan, and Bower (1987) and Morrow, Bower, and
Greenspan (1989} showing that stereotypic distance
units may be reflected in sentence comprehension time,
Globally, we have been interested in the nature of the
mental representations that readers construct from de-
scriptions, and have used reaction time and accuracy
measures as reflections of the mental representations.
The project has taken us into a number of other issues
as well, including perspective and perspective-switching,
the nature of spatial descriptions, and the comparison of
environments learned by description to those learned by
perception. We will begin with the work on large envi-
ronments.

Comprehending Route and Survey Descriptions of
Large Environments

Introduction

An informal survey of tourist guides revealed that
tourist sites seem to be described from one of two per-
spectives, survey or route. In a survey perspective, de-
scriptions take a view from above the environment and
describe the locations of landmarks relative to one an-
other in terms of north, south, east, and west. In a route
perspective, descriptions take a view from within the en-
vironment, and take addressees on a mental tour of the
environment describing the locations of landmarks rela-
tive to the changing position of the addressee in terms
of the addressee’s front, back, left, and right. These two
perspectives correspond to the two major ways of learn-
ing about environments, from maps and from naviga-
tion. The route perspective corresponds to what linguists
have called a deictic perspective and the survey perspec-
tive corresponds to what linguists have called an extrin-
sic perspective (Fillmore, 1975; Miller & Johnson-Laird,
1976).

Taylor and Tversky (1992b) wondered whether the
two perspectives led to different mental representations,
that is, whether perspective is encoded in the spatial
mental representations of the described environments.
Previous work on descriptions and on learning environ-

ments suggested that perspective would be encoded in
the mental representations of environments. Readers re-
member information associated with the narrative per-
spective better than information associated with an al-
ternative perspective (Abelson. 1975; Anderson & Pich-
ert, 1978; Bower, 1978). Some aspects of environments,
such as relative directions, are better acquired or more
accessible from studying maps, and other aspects of en-
vironments, such as travel distance, are better acquired
from navigation (Evans & Pezdek, 1980: Sholl, 1987
Streeter, Vitello, & Wonsiewicz, 1985: Thorndyke, 1981:
Thomdyke & Haves-Roth, 1982). The research on
which our own was fashioned, experiments by Perrig and
Kin%sch {1985), also found differences due to perspec-
tive.

Design

We first designed four environments, varying in area,
each with about a dozen landmarks. The largest environ-
ment was a county-sized recreation area and the next
largest was a small town. The two smaller environments
were a zoo and a convention center. For each environ-
ment, we wrote two descriptions, one from a route per-
spective and one from a survey perspective. Each de-
scription contained information locating the landmarks
in the environment according to the appropriate per-
spective. To make the descriptions more interesting and
realistic, each also contained identical nonlocative infor-
mation, for example, describing activities that took place
at the landmarks. We pretested the descriptions to make
sure that they were equally coherent and that each al-
lowed readers to accurately place all the landmarks. The
survey and route descriptions of the convention center
are displayed in Tables | and 2 as examples. In four ex-
periments, subjects studied a route or a survey descrip-
tion of an environment, followed by a number of tests
of memory. First, subjects verified true—false statements,
both locative and nonlocative, from the descriptions.
The locative statements were either verbatim from one
of the texts, route or survey, or were inference statements
from one of the two perspectives. The inference state-
ments contained information that could be inferred
from information in the descriptions, but had not been
explicitly stated in either description. Following the ver-
ification of statements, subjects drew a map of the envi-
ronment.

Results

From reading either narrative perspective, subjects
drew highly accurate maps of the environments, indicat-
ing that they formed excellent spatial mental representa-
tions from the descriptions. If perspective is encoded in
the spatial mental representations formed from the de-
scriptions, then responses to inference statements from
the same perspective as the narrative should be faster and
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TABLE 1. Convention center: Survey perspective.

Several companies that manufacture electronics have decided to get
tagether for a convention to show their wares. A large convention cen-
ter was chasen because its large rectangular floor plan can be eastly
changed 10 accommodate the needs of various conventions. Tempo-
rary wall dividers are used 1o separate the displays and to form a single
entrance to each display. The displays have been grouped according to
three categories— Visual Equipment. Personal Computers, and Audio
Equipment. The rectangular center section of the building is divided
into four displays for the visual equipment. In the northwest corner of
the center section, with the entrance facing north, are the Televisions.
Like many television displays. the sets are ined up along the walls, all
tuned to the same station. In the northeast corner of the center section,
with the entrance facing north, are the VCRs. In the southwest corner
of the center section, with the entrance facing south, are the 35mm
Cameras. In the southeast comer of the center section, with the en-
trance facing south, are the Movie Cameras. The Movie Cameras are
set up to film people as they walk by the display. The remainder of the
displays are along the outer, rectangular wall of the Convention Center.
The east wall has only one display, the Personal Computers. This dis-
play is in the northeast corner and extends for about half of the east
wall. There are software samples available for potential customers to
test the various computers. Along the north wall are the two Audio
Equipment displays—the Stereo Components and the CD Players.
Along the north wall, directly west of the Personal Computers, are the
Stereo Components. This display includes such items as receivers, turn-
tables, speakers, and tape decks. Directly west of the Stereo Compo-
nents are the CD Players. In addition to the displays, there are four
permanent features of the Convention Center located along the west
and south walls—ithe Cafeteria, the Restrocoms, the Office, and the Bul-
letin Board. Just west of the CDD Players, beginning in the northwest
comer of the Convention Center and extending for about haif of the
west wall, is the Cafeteria. The Cafeteria is privately run by a family
that leases the space on a permanent basis from the Convention Center.
Directly south of the Cafeteria, on the west wall, are the Restrooms.
Directly south of the Restrooms, extending from the southwest corner
for about a third of the south wall, is the Qffice. East of the Office,
covering about half of the south wall, is the Bulletin Board. The Bulletin
Board is used in every convention for the business cards of the partici-
pating companies. East of the Bulletin Board, on the east side of the
building near the southeast corner, is the entrance.

more accurate than to inference statements from the
other perspective. However, this failed to happen in four
experiments, including an experiment where subjects
read only a single description and did not know they
would be asked to draw maps. This'is evidence that per-
spective is not encoded in the spatial mental models
formed from these types of descriptions. Subjects were
faster and more accurate to verbatim statements than to
inference statements. Altogether, survey and route per-
spectives were equally effective in conveying informa-
tion about the environments, and route and survey ques-
tions were comparable in difficulty.

Interpretation

Readers seemed to have formed at least two mental
representations of the descriptions. First, they formed a
representation of the language of the description that al-

lowed them to respond faster and more accurately to the
verbatim statements than to the inference statements,
Second, they formed a representation of the situation de-
scribed by the text, what we have called (after Johnson-
Laird, 1983) a spatial mental model, that allowed them
to draw accurate maps-of the environments and to re-
spond to the inference statements.

The spatial mental models subjects formed of the de-
seribed environments were apparently indifferent to per-
spective. They allowed subjects to respond as quickly
and accurately to statements in the same perspective that
they had read and in the other perspective, for both per-
spectives. This suggests that the spatial mental models
contained information about the spatial relations among
landmarks in a perspective-free fashion, allowing the
taking of either perspective with equal ease. As such, spa-
tial mental models are similar to structural descriptions,
commeon in computer models of object recognition, and
to architect’s models of buildings. Each incorporates the
spatial relations among parts and allows the taking of
many perspectives.

Caveats and Qualifications

We do not mean to claim that all spatial mental rep-
resentations of environments, whether learned from de-

TABLE 2. Convention center: Route description.

Several companies that manufacture electronics have decided to get
together for a convention to show their wares. A large convention cen-
ter was chosen because its large, rectangular floor plan can be easily
changed to accommodate the needs of various conventions, Tempo-
rary wall dividers are used to separate the displays and to form a single
entrance to each display. The displays have been grouped according to
three categories—Visual Equipment, Personal Computers, and Audio
Equipment. You go to the east side of the building near the southeast
cormer where you find the entrance. As you watk into the building, you
see, on your left, a Bulletin Board. The Bulletin Board is used in every
convention for the business cards of the participating comparnies. Con-
tinuing straight ahead from the entrance, where the Bulletin Board is
on your left, you reach, on vour right, the Movie Cameras. The Movie
Cameras are set up to film people as they walk by the display. Walking
past the Movie Cameras on your right, you see, again on your right, the
35mm Cameras. On your left, stretching into the comner of the building,
is the Office. From the Office, you are forced to turn right and you see,
to your immediate left, the Restrooms. You continue forward from the
Restrooms unatil you see, on your left stretching into the corner of the
building, the Cafeteria. The Cafeteria is privately run by a family that
leases the space on a permanent basis from the Convention Center.
Frorn the Cafeteria, you walk forward, until you are forced to turn right
and you see, to your immediate left, the CD Players. On your right are
the Televisions. Like many television displays, the sets are lined up
along the walls, all tuned to the same station. You walk past the Televi-
sions, on your right, and continue forward until you see, again on your
right, the VCRs. On your left are the Stereg Components, This display
includes such items as receivers, turntables, speakers, and tape decks.
From the Stereo Components you walk forward until you are forced to
turn right and you see, to your immediate left, the Personal Computers.
There are software samples available for potential customers to test the
various cotnputers. From the Personal Computers, you watk until you
reach, on your left, the corridor leading to the entrance of the building.
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scriptions or learned from experience, have this charac-
ter. These experiments were done under ideal condi-
tions. The environments and the descriptions were
carefully composed. the memory load was light. the time
given for learning was ample, If these conditions are not
met. then there is no reason to expect that subjects will
form coherent and complete mental representations of
the spatial relations that are perspective-free. In fact,
many experiments have demonstrated just that, that
people’s mental representations of environments are of-
ten incoherent and incomplete and from a particular
perspective. It is important to know that this need not
be the case. But it is also important to remember that
excellent as they were, the spatial mental models subjects
formed did not contain metric information, only cate-
gorical spatial relations. The descriptions did not relay
metric information, and we do not think that precise
metric information is easy to relay accurately.

Producing Descriptions of Large Environments

Introduction

After completing this research, we wondered what
perspectives people actually took in describing environ-
ments. Qur own descriptions had been carefully and self-
consciously fashioned, so we wanted to know how lay-
people spontaneously constructed descriptions. There
was a widespread belief in the psycholinguistics literature
that people ordinarily give route descriptions of environ-
ments (cf. Levelt, 1982). This belief came primarily from
a well-known study of descriptions of New York City
apartments by Linde and Labov (1973). In that study,
the overwhelming majority of descriptions took listeners
on a mental tour of the environment. More recent work
by Ehrich and Koster (1983), Leveit (1982), and Ullmer-
Ehrich {1982) strengthened that conclusion. The conclu-
sion was justified by an analysis of Leveit’s (1989), in
which he pointed out that space is multidimensional but
speech is linear. Because a route is sirnilar to exploration
of an environment, it provides a natural way to linearize
space. Survey perspectives are also natural ways of con-
- ceptualizing environments. People get survey perspec-
tivés from heights, and throughout time, cultures have
repeatedly invented and used maps, which give survey
perspectives. i

Investigating a Greater Variety of Environments

Altogether, the range of environments studied thus far
seemed too narrow 10 come to any definitive conclusions
about perspective. We embarked on a mirror-image of
our first set of tasks (Taylor & Tversky, {992a, 1993), We
constructed maps of the recreation area and convention
center from our previous work, and added to that a map
of an amusement park. Subjects studied one of these
maps. Later, they wrote descriptions of the environ-

ments from memory. Their descriptions were coherent
and accurate, allowing a naive group of subjects to place
nearly all the landmarks correctly.

Subjects produced survey, route, and a mixture of sur-
vey and route descriptions. with the majority of the de-
scriptions mixed. followed by survey. followed by route,
The town received mainly survey and mixed perspective
descriptions, with very few route descriptions, and the
convention center recetved mainly route and mixed per-
spective descriptions. with very few survey descriptions,
This suggested that characteristics of the environment
determined the perspective chosen. These findings cor-
roborate the results of the previous set of studies. They
suggest that perspective 1s not inherent in people’s men-
tal representations of environments. Selection of a de-
scription perspective, then, has to do with how conve-
nient it 1s to describe that environment with that perspec-
tive. Convenience of perspective seems to depend at least
in part on characteristics of the environments them-
selves.

The town and the convention center were described
with different perspectives and differed on a number of
environmental characteristics that might be relevant to
perspective, The town was an open environment,
whereas the convention center was enclosed; the town
was relatively large, and the convention center was small;
the town had landmarks on several size scales, moun-
tains, river, roads, and buildings, and the convention
center had landmarks on a single size scale, rooms; the
town had more than one possible route and the conven-
tion center had only 2 single route.

Varying Environmental Characteristics

In the next experiment (Taylor & Tversky, 1993), we
tested the hypothesis that characteristics of the environ-
ment affect perspective choice by systematicatly varying
the environments on a number of features that differen-
tiated the town and the convention center, and that
might be related to choice of perspective. We designed
16 different environments, crossing the four characteris-
tics of the environments. Subjects wrote descriptions of
four of the environments from memory. Forty-five per-
cent of the descriptions had a survey perspective, 34%
had a mixed perspective, and 21% had a route perspec-
tive. Two of the environmental variables had no effect
on choice of perspective: whether the environment was
open or enclosed, and whether the environment was ofa
relatively large area, such as a county, or of a relatively
small area, such as a museun.

Two other variables did affect the selection of a per-
spective. There were fewer mixed and more route de-
scriptions when the environments had only a single path
and when the landmarks were on the same size scale.
This makes sense in terms of the pragmatics of construct-
ing a coherent description. When an environment has
only one path through it rather than many possible
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paths. i1 1s easier to construct a route. The presence of
tandmarks on the same size scale makes it more likely
that each landmark will be described in terms of the ad-
jacent landmark. When one or more landmarks are
larger and more salient, then it is more likely that smaller
landmarks will be described with respect to the large
landmark. If many landmarks are described with respect
to a single salient one, it seems easier to differentiate
them by their canonical directions from the large land-
mark than by taking a tour around the large landmark.

Varying Acquisition Characteristics

Another difference between our studies and the previ-
ous work is that in our studies, subjects learned the envi-
ronments by studying maps, whereas in some of the pre-
vious work, subjects had learned the environments by
navigating them. Linde and Labov’s subjects described
apartments they had lived in and presumably walked
around in quite a bit. Studying a map might encourage a
survey perspective whereas navigation might encourage
a route perspective. Acquisition conditions can only ex-
plain part of the results, however. Levelt’s (1982) sub-
Jjects described a map of a network of colored dots, and
produced route descriptions.

We ran a small study where we asked students to de-
scribe environments that they presumably experienced
primarily by navigation rather than maps, two areas on
campus and their neighborhoods at home. The descrip-
tions were not as detailed or coherent or accurate as the
descriptions of the memorized maps. Most of them
would not have allowed a naive subject to correctly place
most of the landmarks. In this study, the majority of the
descriptions were route descriptions, in contrast to our
previous studies. However, subjects did produce survey
and mixed perspective descriptions of environments
they had experienced primarily or only by navigation.

Determinants of Description Perspective

Selection of perspective to deéé‘ribe an environment is
clearly affected by characteristics of the environment,
but it may also be affected by acqguisition conditions.

Organization of Descriptions

Taylor and Tversky (1992a) also examined the orga-
nization of subjects’ descriptions of environments. Glob-
ally, the descriptions were orgat_;izcd hierarchically. In
some instances the hierarchy was perceptually deter-
mined, that is, larger and more salient features were de-
scribed first. For other environments, the hierarchy was
determined functionally, for example, beginning with an
entrance. On the local level, the descriptions were orga-
nized by referencing devices. Except for introductory
sentences, most of the description statements referred
back to something mentioned in a previous statement.

O .7/( O OC O
(

O

FI1G. 1. Internal spatial framework. (a) Upnight observer. (b) Reclin-
ing observer.

The introductory statements and many of the interme-
diary statements anticipated information in subsequent
statements. Overlapping references linked the sentences
locally, as in a chain.

Local Environments: Spatial Frameworks

Introduction

The experiments on descriptions of large environ-
ments showed that under ideal circumstances people can
form spatial mental representations of environments
that are coherent, complete, and perspective-free. Re-
sponding to particular questions, however, required tak-
ing a specific perspective on the environment. We turn
now to discuss experiments investigating responding to
a specific perspective, namely that of an observer in a
scene. At the same time, we switch from large to local
environments. We also switch referents of the term
“we.” Here, “we” refers initially to Franklin and Tver-
sky, and later includes Bryant as well.

Task

The situation we (Franklin & Tversky, 1990) chose to
study is one that people find themselves in most of the
time, in a setting, surrounded by objects. We were inter-
ested in the simplest variant of that scene, keeping track
of the positions of ohbjects under the simplest form of
navigation, turning in place. It is a task that people seem
to do effortlessly. In order to study it, we wrote narratives
describing *'you,” the observer and reader, in a setting
such as a barn, with objects such as a lantern, a pail, a
rake, and a saddle located beyond “‘your” head, feet,
front, back, left, and right. A schematic representation
of this situation, that of an upright observer, appears in
Figure 1. Subjects studied the narratives until they knew
them well, and then turned to a computer that oriented
them toward one of the objects, and queried them for the
objects located in each of the six directions beyond the
body. When all locations had been probed, the computer
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again reoriented the reader. and again queried the reader
for the objects now located in the six directions beyond
the body. Performance was essentially error-free, so the
data of interest are the reaction times to each of the six
directions.

Equiavailability and Menial Transformation Accounts
Do Nor Work

How might someone in this situation perform the
task? We considered three possible theories, According
to the first theory, the equiavailability theory, all direc-
tions in space are in principle equally salient and avail-
abie, much like viewing a picture, where certain objects
in the picture may attract attention more than others,
but not because of the direction per se, Equiavailability
predicts equal reaction times to all directions. The sec-
ond theory extends the research in mental imagery (for
reviews, see Finke & Shepard, 1986; Kosslyn, 1980) from
the typical two-dimensional setting to the current three-
dimensional setting. According to a mental transforma-
tionaccount, readers would imagine the scene and them-
selvesin it. To verify the object in a given direction, read-
ers would imagine themselves turning to inspect that di-
rection. This theory predicts that times should be fastest
to front, next fastest to directions 90 degrees from front,
that is, left, right, head, and feet, and slowest to back,
which is displaced 180 degrees and requires the longest
mental transformation. The data of the first five experi-
ments, and by now, many more, reject both the equi-
availability and mental transformation theories as ac-
counts for the standard situation (something like the
equiavailability account seems to hold for certain com-
plex situations; see Franklin, Tversky, & Coon, 1992).

Spatial Framework Theory: Upright Case

The theory that accounts for the data is the spatial
Jramework theory. This theory is based on analyses of
language and space by Clark (1973), Fillmore (1975),
Levelt (1984), Miller and Johnson-Laird (1976), and
Shepard and Hurwitz (1984), but it is different from any
of the previous analyses. According to it, readers con-
struct a mental spatial framework from extensions of the
body axes, and associate objects to the appropriate axes.
Readers update the observer’s positions as the observer
is reoriented. The three axes vary in accessibility depend-
ing on characteristics of the body, characteristics of the
perceptual world, and the posture of the body. For the
upright observer, the most salient and accessible axis is
the head/feet axis. This is because it is an asymmetric
axis of the body and it correlates with the only constant
asymmetric axis of the perceptual world, the up-down
axis induced by gravity. The next most accessible axis is
the front/back axis, which has perceptual and functional
asymmetries, and the least accessible axis is the left/right
axis, which has no salient asymmetries. The pattern of

reaction times in the four upright experiments of Frank-
lin and Tversky (1990) and of subsequent experiments
conformed to this pattern, fastest reaction times to head;
feet, then front/back, then left/right.

Spatial Framework Theory: Reclining Case

When the observer reclines and reorients by turning
onto the front, back, left, and right sides, the situation
changes. See Figure 1 for a schematic representation of
this situation. Gravity no longer corresponds to any ma-
jor axis of the body, so the accessibility of axes relies
solely on characteristics of the body. Both front/back and
head/feet axes have biclogical asymmetries, but the
front/back asymmetry is more influential. The front/
back axis separates the world that can be perceived and
manipulated from the world that cannot be easily per-
ceived or easily manipulated. Thus, according to the spa-
tial framework theory, for a reclining observer, fastest
times should be to the front/back axis, followed by the
head/feet axis, and, last, the left/right axis. This pattern
of reaction times emerged for the two reclining experi-
ments of Franklin and Tversky (1990), and for subse-
quent research as well. Both the upright and reclining
patterns were replicated in an experiment using objects
as probes for directions {Bryant & Tversky, 1992). In all
of the experiments comparing upright and reclining pos-
tures, reaction times in the reclining condition were
longer than those in the upright condition, This finding
fits with the premises of the spatial framework theory. In
their interactions in the world, people typically are up-
right as they turn and navigate.

Spatial Framework Theory: Third Person Narratives

After examining the simplest case, of an observer sur-
rounded by objects, standing or reclining in the environ-
ment, and turning to face different objects, we began to
vary the situation. In the first variation, we described the
scenes in the third person rather than the second person.
Thus, we have substituted an egocentric or deictic frame
of reference with an object-centered or intrinsic frame of
reference (e.g., Levelt, 1984; Marr & Nishihara, 1978).
We expected that readers would still adopt the internal
perspective of the observer in the scene, even when that
observer was described as a person other than “you”
(Bryant, Tversky, & Franklin, 1992). Thus, subjects
would turn an intrinsic situation into a deictic one, per-
haps because that is the situation most familiar to us,
hence easiest for us. The same pattern of reaction times
resulted, suggesting that subjects did in fact adopt the
perspective of the third person.

We then replaced the human observer with an inani-
mate object that was successively turned to face different
objects in the environment (Bryant et al., 1992). We
chose objects that had intrinsic fronts, backs, tops, bot-
toms, lefts, and rights, such as a saddle, Objects do not
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FIG. 2. External spatial framework. {a) Cubic array. (b) AfTay sur-
rounding person.

usually have heads and feet, but they do have tops and
bottoms, if only by default. With one exception, the pat-
terns of reaction times resembléd those of the internal
spatial framework, suggesting that readers take the point
of view of the central object. The exception was long re-
action times for top and bottom under reclining condi-
tions. This was, we believe, a semantic problem. For ob-
jects that do not have intrinsic tops and bottoms, “top”
15 used to refer to the side that is currently upwards. Con-
versely, “bottom™ is used to refer to the side that is cur-
rently downwards. Thus, “top™ and “hottom™ have two
meanings for objects. When the object is upwards, the
two meanings coincide, but when the object reclines, the
intrinsic top is no longer directed upwards. This conflict
seemed to have increased the time to respond top or bot-
tom for reclining objects.

Sparial Framework Theory: External Case

Yet another case of interest is where there is a three-
dimensional array of objects in front of the observer,
rather than surrounding the observer. We examined two
external settings, one consisting of eight objects in a cu-
bic array. and the second consisting of six objects sur-
rounding another person (Bryant et al., 1992). Figure 2
presents a schematic representation of both of these situ-
ations. The descriptions were written from the {(deictic)
point of view of an observer external to the scene, and
the queries were from that point of view as well. In these
cases, “above” meant above another object or above the
other person, and “below”™ meant the converse. “Left”
and “‘right” meant left or right of another object or the
person from the point of view of the external observer.
The case of front and back is slightly more complicated.
In both cases, all the objects were in front of the observer.
“Front” referred to the object closer to the observer, in
front of the other person, and “back” (actually, “be-
hind”) to the one farther from the observer, behind the
other person.

The spatial framework theory can be extended to this
situation. As before, for the external case. readers con-
struct a mental spatial framework based on three orthog-
onal axes. but now they are based on axes projected in
front of the observer, as the array is in front of the ob-
server. not surrounding the observer. The axes remain
ordered the same as for the upright internal case, but for
slightly different reasons. Above/below is most salient
because of the asymmetric effect of gravity on the world.
Front/back is next because it. too, is asymmetric. Objects
to the front appear larger and clearer than objects be-
hind, and objects to the front may occlude objects be-
hind. Left/right is, as before, least accessible because it
has no salient asymmetries, We expected one difference
between internal and external patterns of reaction times.
When the observer is surrounded by objects, objects to
the front are more accessible than objects behind. How-
ever, when the array is entirely in front of the observer,
the difference in accessibility of front and back objects is
minimal. Thus, for the internal case, we expected front
to be faster than back, and for the external case, we ex-
pected no differences in reaction times to front and back.
All of these predictions were obtained for both settings of
the external spatial framework.

Local Environments: Description vs. Perception

Introduction

The previous work has shown that the spatial frame-
work analysis of how mental representations of space are
constructed based on our conceptions of the spatial
world can account for behavior in a variety of situations.
All the situations were instantiated by description, not
by actual experience. That is an interesting finding in and
of itself, but it leaves open the question of whether mem-
ory retrieval would be the same for situations learned by
actual perception rather than vicariously through de-
scription. It also leaves open another question, of impor-
tance for theories of imagery, whether responding from
memory is the same as responding from perception. Ac-
cording to the classic view of imagery (cf. Finke & Shep-
ard, 1986; Kosslyn, 1980), imagery is like internalized
perception, so that responding from memory and re-
sponding from perception should yield similar patterns.

Responding from Memory Is the Same for Learning
Srom Observation and Learning from Description

Tasks. We (Bryant & Tversky, 1991; Bryant, Tver-
sky, & Lanca, 1993} posed both those questions. We
asked whether responding from memory is the same
when scenes are learmed from observation as when
scenes are learned from description for both internal and
external spatial framework situations. To learn the in-
ternal case by observation, subjects were brought into a
small room, and stood or reclined on a bench. Objects
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were fastened to the walls, ceiling, and floor. Subjects
learned the scenes by turning and looking to see what
objects were where. and were tested, as in the case of
learning by description, from memory. This was re-
peated several times for different sets of related objects.
To learn the external case by observation, subjects
viewed a model scene. a 12" doll surrounded by objects.
As before. they were tested from memory.

Results.  For both internal and external situations,
the pattern of responding when learning was by observa-
tion was identical to the pattern of responding when
learning was by description. For the internal case, when
upright, responses were fastest to head/feet, then to
front/back, and last to left/right; for reclining, front/back
was fastest, followed by head/feet, and then left/right.
For the external case, responses were fastest for head/
feet, then front/back, and then left/right. For the internal
case, front was faster than back, but there were no differ-
ences between front and hack for the external case, Thus,
performance from memory was the same, whether learn-
ing was by actually viewing a scene or by reading about a
scene. This is evidence that the spatial mental models
formed from observation are functionally the same as
those formed from narratives, for the purposes of locat-
ing objects.

Responding from Memory Is Different from Responding
from Observation

Memory. Here, we studied scenes that were learned
by observation and tested while the scene was still visible.
The task was the internal situation described above,
where a subject was standing or lying on a bench, and
objects were attached to the surrounding walls, ceiling,
and floor. The first study of responding from observation
to the internal situation {Bryant & Tversky, 1991)
showed that when the objects staved in the same posi-
tions and subjects moved in the environment, subjects
quickly learned the set of objects and stopped locking
even when they had the opportunity. We could tell they
were responding from memory because they stopped
turning their heads to look. Thus, people often choose to
respond from memory rather than looking to see. Ap-
parently the effort of searching the world can be greater
than the effort of searching memory. When subjects re-
sponded from memory, that is, without looking, the pat-
tern of reaction times fit the spatial framework pattern.

Observation. In that experiment, when subjects re-
sponded while turning to look at the objects, their pat-
tern of responses did not conform to the spatial frame-
waork pattern of data. There were too few data points in
the observation condition to allow any conclusions to be
drawn. In the second experiment investigating respond-
ing 1o the internal situation from observation (Bryant et
al., 1993), subjects were not given time to study the scene

before they were probed for objects in the six directions
from the body. This manipulation worked: subjects were
forced to look in the probed direction before responding.
When subjects responded from observation, the pattern
of reaction times did not conform to the spatial frame-
work pattern, Rather, the times conformed to what
might be called the phvsical transformation model, ac-
cording to which time to respond to a probe should in-
crease with increasing time to search the scene. Specifi-
cally, times were fastest for front. next fastest for the ob-
jects displaced 90 degrees, that is, head, feet, left. and
right, and slowest for the object displaced 180 degrees,
the object to the back. When subjects have not yet
learned the scenes, they have no spatial mental models.
so they must rely on observation. Times to search the
world form a different pattern from times to search
memory.

Description vs. Perception: Conclusions

The spatial mental models formed from observing a
scene seem to be the same as those formed from reading
about a scene. The memory retrieval times form the
same pattern, the spatial framework pattern, in both
cases. As for the work on descriptions of large environ-
ments, we would like to add some caveats. We do not
mean to say that descriptions are equivalent to experi-
ence or even that the mental representations of descrip-
tions are the same as those for experience. Clearly, there
are important and detectable differences between experi-
encing and reading and between memores of experi-
ences and memories of descriptions. However, it is im-
portant to note that the pattern of memory retrieval of
spatial relations is the same whether the spatial relations
are acquired from text or from observation.

In contrast, the spatial mental models in memory are
not like internalized perceptions. We expected this io
happen because of the failure of the mental transforma-
tion theory to account for the original {(and subsequent)
patterns of data. In fact, responding from perception
yields a pattern of data much like that of the mental
transformation theory, only it is for physical transforma-
tion, for perceptual search rather than mental search.
Mental search does not seem to be like perceptual search
for this situation. Thus, people’s mental representations
of space are not always like their perceptions of space.
For the case of keeping track of relative locations of ob-
jects, people’s mental representations of space are better
accounted for by their conceptions of space than by their
perceptions of space.

Local Environments: Two Perspectives

Two Strategies

Switching Perspectives. The studies with Bryant and
Franklin (Bryant et al., 1992} showed that readers could
take the perspectives of third person characters, and even
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FIG.3. Two perspectives. (a) Two persons, same abjects. (b) Two per-
sons, different abjects.

of objects, in answering questions about spatial relations.
Using quite different tasks, others have shown that read-
ers can take the perspectives of others (e.g., Bower,
1978). We (Franklin, Tversky, & Coon, 1992) wondered
what would happen if there were more than one perspec-
tive in a scene and subjects were required to answer ques-
tions from both perspectives. This could arise from sev-
eral possible situations. There could be two people side
by side in the same scene surrounded by different objects
but facing different directions. There could be two people
in the same scene or in different scenes, each surrounded
by different objects. A schematization of these two possi-
bilities appears in Figure 3. Finally, the same person
could be in the same environment surrounded by the
same obiects, but facing different objects at different
times. Globaily, there seem to be two ways subjects could
respond to situations with two perspectives. The first
possibility is that readers adopt each perspective as their
own, switching perspectives as needed. This would result
in a spatial framework pattern of data for each perspec-
tive,

Neutral Perspective. A second strategy readers could
take would be to adopt a neutral perspective, not one of
the narrative perspectives, and compute the answers to
the spatial relation questions from each narrative per-
spective in turn. Adopting one perspective and comput-
ing the spatial relations for a different one is 2 more com-
plex process for which the spatial framework pattern is
not expected. Having one perspective but answering
from a different one is, however, something that we fre-
quently do in real life. When we tell someone there’s a
bike coming up on their left or a bee behind their head,
we have our own perspective but need to communicate
from the other’s perspective.

Determinants of Strategies

Cognitive Load. What determines whether subjects
adopt and switch narrative perspectives or adopt a neu-
tral perspective and calculate the spatial relations? One
factor might be the cognitive load imposed by the two
strategies. In the case of taking a neutral perspective. sub-
jects need to keep the entire scene in mind, but they do
not have to switch perspectives. They have a larger mem-
ory load, but they do not have the burden of changing
points of view. In the case of switching perspectives, for
each perspective subjects have a smaller memory load,
only those parts of a scene relevant to that perspective,
but they have the cognitive burden of switching perspec-
tives. Maintaining items in storage and performing men-
tal operations both require working memory capacity.
We do not know how these two components of working
memory trade off, [t might be the case that for many sit-
uations, working memory capacity for the two strategies
does not differ greatly.

Nature of Narrative. Another determinant of
whether subjects switch perspectives or maintain a con-
stant neutral perspective and calculate is the nature of
the narrative description. Where the narrative describes
the two perspectives as part of the same scene, say, the
scene from the perspectives of two characters, then the
reader may adopt a neutral perspective that allows inclu-
sion of the entire scene, including perspectives of both
characters. If, on the other hand, the narrative describes
two different scenes, each with a single perspective, the
reader may form a separate representation for each
scene, and, as in the previous research, adopt the charac-
ter’s perspective for each one, switching perspectives as
the scenes switch.

Experiments and Conclusions

We (Franklin et al., 1992) wrote narratives containing
two perspectives in a variety of situations. For situations
where there were two characters in the same place, read-
ers took a neutral point of view, rather than taking the
two perspectives in alternation. This was the case even
when one of the characters was foregrounded in the nar-
ratives, when that character was referred to as “you’ and
the other character in the third person, and when there
were three times as many questions from one character’s
perspective as from the other’s. A neutral perspéctive was
also adopted for narratives describing “you™ in the same
place at two different times oriented in different ways, as
in a flashback situation. The only case we have found
so far where readers took the perspectives of each of the
characters in turn was when the narratives described the
characters as being in different places, say, one underwa-
ter in a lagoon, and another in a hotel lobby. Then the
spatial framework pattern of retrieval times emerged for
both settings. However, when narratives give readers a
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single overview perspective. such as from a helicopter,
that allows both places to be “viewed,” readers again
adopt a neutral point of view.

Readers are able to adopt both strategies, taking a neu-
tral perspective and computing both character perspec-
tives. and taking character perspectives in turn. Readers
adopt the strategy that conforms best to the narrative.
These findings led us to the one place-one perspective
principle. Readers seem to prefer to form a separate men-
tal representation for each place described in a narrative,
and to take a single perspective for each place. If the place
contains a single perspective, then readers take that per-
spective. If, however, the place has two perspectives,
either because there are two characters with different per-
spectives or the same character at different times with
different perspectives, then the readers adopt a single per-
spective, a neutral perspective rather than any of the per-
spectives in the scene.,

Is this like the situation described earlier of taking the
perspective of another in a real life scene? On second
thought, we think not, In real life, it is difficult to ignore
one’s own perspective {(without shutting one’s eyes) in
order to take a different, neutral perspective. The real life
situation remains to be investigated.

Local Environments: Moving Observer vs. Moving
Environment

Thus far, all the narratives have described an observer
moving in an environment. It is also conceivable, espe-
cially in a narrative, for the observer to remain station-
ary, and the environment to move. Although the moving
environment situation is formally equivalent to the mov-
ing observer situation, psychologicaily the two situations
are quite different. In the real world, people typically
move and environments are typically stationary. If peo-
ple’s conceptions of the spatial world are based, as the
spatial framework theory asserts, on typical interactions
with the spatial world, then it should be easier for readers
to perform the moving observer sitnation than the mov-
ing environment situation. If all that matters is the bare
mental model, then the two situations should be equally
easy.

Movement in Three Planes

Two senior honors students, Joe Kim and Andrew
Cohen, worked on this problem. Kim wrote a set of nar-
ratives telling subjects that they were visiting a gravity-
free spacehouse in a NASA museum where objects were
boited to the surfaces. The subjects in the moving ob-
server condition were told that in the weightless environ-
ment, they could reorient themselves along the three
axes. The subjects in the moving environment condition
were told that the rooms could rotate along the three
axes. The experiment then proceeded much like the
usual internal spatial framework experiments, testing

upright, reclining, and upside-down postures (relative to
the original posture: there were no absolute directions in
the gravity-free spacehouse). The subjects in the moving
observer condition had no difficulty performing the ex-
periment, and the data conformed to the spatial frame-
work pattern. In contrast, the subjects in the moving en-
vironment condition simply could not perform the task.
After several reorientations, they became confused, and
could not keep track of where the observer was relative
to the objects. This was despite the fact that many of the
subjects realized that the moving environment situation
was formally equivalent to the moving observer situa-
tion.

Movement in the Horizontal Plane

Kim’s second experiment simplified the situation
considerably by using only horizontal reorientations.
The horizontal plane was easier than the vertical in the
previous studies where only the observer moved, pre-
sumably because most human navigation is along the
horizontal plane. Perhaps giving considerable practice
along the easier, more familiar, plane would enable read-
ers to cope with the moving environment situation. Kim
took two reaction time measures: the time it took to re-
orient to face a new object, and, after reorientation, the
time it took to retrieve objects given direction probes.

When movement was only along the horizontal plane,
subjects in both the moving observer and the moving
room conditions were able to perform the task. Subjects
in the moving room condition found the task harder. It
took them nearly twice as much time to reorient along
the horizontal plane as the moving observer subjects.
Once they had reoriented, the moving room subjects an-
swered the direction probes as fast as the moving ob-
server subjects. In both cases, the reaction times con-
formed to the spatial framework pattern.

Vertical Movement along a Single Plane

Encouraged by the success of Kim’s second experi-
ment, Cohen designed situations slightly more complex
than the second study, but less complex than Kim’s fArst
study. In Kim’s first study, vertical and horizontal move-
ments were randomly mixed. In Cohen’s study, all the
vertical movements were blocked and all the horizontal
movements were blocked. As before, there were two
groups of subjects; for one, the narratives described the
observer as moving and, for the other, the narratives de-
scribed the environment as moving.

With movements blocked by plane, subjects in both
the moving observer and moving environment condi-
tions were able to perform the task, Those in the moving
environment condition took longer to respond to the di-
rection probes than those in the moving observer condi-
tion. The data of subjects in the moving observer condi-
tion corresponded to the spatial framework pattern. The
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data of subjects in the moving environment condition
corresponded to the spatial framework pattern for the
original orientation of the room. and for the upside-
down orientation. but not when the room was rotated 90
degrees. When the room moves from upright 10 upside-
down. the objects at the head/feet and front/back stay
the same. but their positions get reversed. The objects
along the right/left axis stay the same, When the room is
rotated 90 degrees, the objects to right and left stay the
same, but the objects at head and feet get mapped onto
front and back. and vice versa. The mental transforma-
tion required for 90-degree rotation, remapping the axes,
is more difficult than the mental transformation required
for upside-down, reversing the objects along the same
axes. For the 90-degree rotation, it seems that subjects
kept the perspective of the original upright position and
computed the new positions of the objects. Because the
objects at left and right did not change, these were the
fastest. Front/back and head/feet were equally slow, as
they were remapped onto each other.

Conceptualizing Movements of Person vs. Environment:
Conclusions

Although performance is slower when narratives de-
scribe the environment as moving than when narratives
describe the observer as moving, under certain circum-
stances, readers are able to reorient and determine loca-
tions of objects. When movement is along the horizontal
plane, they can perform the task, but take longer to re-
orient in the moving environment condition. When
movement is only along one vertical plane and sufficient
practice is given, readers are able to perform in the mov-
ing environment task even in the relatively unfamiliar
vertical plane, though readers are faster to respond to di-
rection probes in the moving observer condition than in
the moving environment condition. Moreover, readers
take all three perspectives in the moving observer condi-
tion, upright (original}, reclining, and upside-down, but
they do not take all perspectives in the moving environ-
ment condition. For the analog-of the reclining case,
readers in the moving room condition seem to maintain
their original perspective and compute the spatial re-
lations. It is possible that with more practice in this ori-
entation, readers will take that perspective as well.

The moving observer and moving environment con-
ditions are formally identical. Psychologically, though,
the former corresponds to everyday experience and the
latter does not. Under some circumstances, readers
could perform the task in the moving environment con-
dition, but only with difficulty.

Conclusions

Spatial Descriptions Engender Spatial Mental Models

Well-crafted descriptions can successfully convey spa-
tial relations for both large and local environments.

From such descriptions, readers seem to form spatial
mental models that incorporate the spatial relations
among landmarks. These spatial mental models vary in
abstractness: general ones capture the spatial relations
among landmarks in a perspective-free fashion; from the
general models, models with specific perspectives can be
derived. The spatial mental models can be updated as
new information comes in. Updating can take many
forms: adding landmarks, moving, reorienting, changing
perspectives, and more.

Route and Survey Descriptions of Large Environments

For describing large environments, people use one of
two perspectives, or a combination of both. In route de-
scriptions, describers take their addressees on a mental
tour of an environment, conveying the locations of land-
marks relative to the changing position of the addressee
in terms of the addressee’s left, right, front, and back. In
survey descriptions, describers take a view from above,
conveying the locations of landmarks relative to each
other in terms of north, south, east, and west. From
either type of description, readers can form spatial men-
tal models that allow taking both perspectives, route or
egocentric or deictic, and survey or extrinsic.

Spatial Frameworks for Local Environments

For keeping track of local environments, the objects
immediately surrounding them, people construct and
update mental spatial frameworks from three orthogonal
axes defined by the body, head/feet, front/back, left/
right. The time to retrieve objects located in those direc-
tions from the body depends systematically on enduring
characteristics of people’s interactions with the percep-
tual world. For the canonical upright situation, the head/
feet axis is most accessible because it is an asymmetric
axis of the body and because it is aligned with gravity, the
only asymmetric axis of the world. Front/back is next; its
asymmetry divides the world that can be perceived and
manipulated from the world that cannot be easily per-
ceived and manipulated. The front/back axis is also the
normal plane of navigation. Finally, the left/right axis
has no salient asymmetries. This spatial framework anal-
ysis accounted for memory retrieval times in the canon-
ical case, and variations in the spatial framework analysis
accounted for retrieval times in variants of it. Unlike im-
ages, spatial frameworks are not like internalized percep-
tions; rather than reflecting people’s perceptions of the
world, they reflect peopie’s conceptions of the world.

Further Explorations of Local Environments

Two Perspectives. When a narrative has a single per-
spective, readers tend to adopt that perspective as their
own. When a narrative has more than one perspective,
readers do one of two things. They either adopt both per-
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spectives as their own and switch between them, or they
take a neutral perspective that is not one of the narrative
perspectives, and calculate the directions of objects from
the narrative perspectives as needed. When the two per-
spectives are in different scenes, subjects tend to switch
perspectives: when the two perspectives are in the same
setting, subjects tend to adopt a neutral perspective. Both
strategies are available to people. People seem to prefer
to take a single perspective on a single scene.

Moving Person vs. Moving Environment. In narra-
tive, it Is just as easy to have the environment move as
to have the person move in the environment. When the
movements are rotations along one of the body planes,
the two are formally equivalent. Moving rooms are not a
normal part of people’s interactions with the world, so
the spatial framework analysis predicts that the moving
room situation would be more difficult than the moving
person. Subjects indeed find the moving room situation
more difficult than the moving person. For descriptions
involving movements along both vertical and horizontal
planes, subjects had no trouble in the moving person
condition, but were unable to perform the moving room
condition. When the moving room condition was sim-
plified to movement along only the horizontal plane, or
to more systematic and practiced movement along both
planes, subjects could cope with the moving room situa-
tion, but took longer to respond than in the moving per-
son situation.

Implications for Spatial Information Systems

These lines of research appear to have implications for
the design of spatial information systems. To be useful,
such systems must take into account users’ mental rep-
resentations of environments as well as users’ compre-
hension and production of language describing environ-
ments. The project investigating production of descrip-
tions suggests guidelines for constructing effective verbal
tnterfaces for both selecting perspectives and for global
and local organization. The techniques can be applied to
researching other aspects of verbal communication. The
project on comprehension of descriptions of large envi-
ronments suggests that people’s mental representations
of environments may often be schematic, primarily re-
flecting categorical spatial relations. Moreover, people
may have multiple representations of environments,
varying in abstractness, perspective, detail, and more.
Other research, not reviewed here, suggests that people’s
representations of large environments may be distorted
in systematic ways (for a review, see Tversky, 1992). The
project on local environments reveals situations where
perspective-taking and perspective-switching in imagi-
nary environments may be easier or more difficult.

Final Words

Language can have powerful effects on our lives. One
common and useful purpose of language is to describe

space. The language of space is rich and organized. Un-
der ideal circumstances, language can instill accurate
mental representations of the spatial relations among ob-
jects in a scene. The effectiveness of language in engen-
dering spatial mental representations provides a conve-
nient way to study the construction, use, updating. and
nature of spatial mental representations. The language
of space not only instills mental representations. it also
reveals how people think about space.
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